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e Verb-noun combination (VNC): Multiword expression e Lexico-syntactic patterns describing VNC instances.
consisting of a verlb and a noun. Pattern No. Pattern Signature Example

det:NULL give money
det:a/an give a book
det:the give the book
det:DEM give this book
det:POSS give my book

1
2
3
4
5
. : 0 6 det:NULL ive books
Hereford United were seeing stars at Gillingham 7 det-the give the books
8
9
10
11

e [ask: Determine if an instance of a verb-noun combina-
tfion Is iIdiomatic.

ldiomatic

det:DEM give those books

det:POSS give my books

det:OTHER o give many books

det:ANY 1 a/the/this/my book/books was/were given

affer leftfing in 2 early goals

Literal Look Info the night sky to see the stars

e |diomatic VNC usages tend to occur in 1 canonicadl
form.

e Considered three approaches to representing VNC in-
stances as a vector.

— !j) Wo;d2\T/§c: szro!ge WOI’?ZV@C skipgram emlbed- Model DEV TEST
iINgs for the words in a sentence. _CF +CF | _CF 4CF

— 2) Siamese CBOW: Average siamese CBOW em-
beddings for the words in a sentence. CForm - 0.72] - 0749
— 3) Skip-thoughts: Autoencoder that is trained to Word2vec 0.830 0.854 | 0.804 0.852

generate an embedding for a senfence using re- Siamese CBOW | 0.763 0.774 | 0.717 0.779
current neural networks.

Skip-thoughfts 0.803 0.827 | 0.786 0.842

e Supervised Model: We frained an SVM for each of these
representations.

e Conclusions:

e Averaging word2vec embeddings outperforms the

reviously applied skip-thoughts model.
DEV TEST P VPP P o

Training Testing | Training Testing
MWE types 14 14 14 14

ldiom instances 270 oy, 208 o0 e Future Work: Evaluate a word2vec model that is frained
on the the same data as skip-thoughts.

e EMmploying information albout canonical forms consis-
tently improves all models.

Literal instances 179 172




