
Computational Experiments
➢ Generalized tree dataset: 𝐆 ={G1, G2 ,…, G11}

➢ The simplicity value decreases with increasing the

complexity of AGT structure.

Quantifying Simplicity of Generalized Trees
Mahsa Kiani, Virendrakumar C. Bhavsar, and Harold Boley

Mahsa.Kiani@unb.ca

Faculty of Computer Science, University of New Brunswick, Fredericton, NB, Canada 

Introduction
Simplicity, as the opposite of complexity [1], is a

fundamental concept of cognitive science, which

indicates the degree of plainness. The explanation of

simplicity can be problem-specific [2]. The term

simplicity has been associated with falsifiability,

causality, communicability, as well as a low number of

parameters. It is challenging to define simplicity

precisely due to its ambiguity and variety of meanings.

To quantify simplicity, one should determine what to

measure [3].
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➢ 𝐺: An Attributed Generalized Tree

➢ 𝑅𝑢𝑙𝑒𝑀𝐿 (𝐺) : RuleML representation of 𝐺
➢ 𝑆𝑖𝑚𝑝(𝐺): Simplicity value in interval [0, 1]
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Simplicity Function
➢ Branch factor (B): based on the number of outgoing

edges from each vertex

➢ Position factor (P): based on the depth of the source

and destination vertices

➢ Weight factor (W): based on the weight of each edge

Analysis
➢ Size: With gradual increase in the number of edges,

depth, and breadth in AGTs, the simplicity value

decreases.

➢ Depth: With increasing depth of source and

destination vertices of forward edges, back edges,

and cross edges, the simplicity value decreases.

Also, as the depth of the branching increases, the

simplicity value decreases.

➢ Length: Increasing the length of forward as well as

back edges results in the gradual decrease of the

simplicity.

➢ Forward Edges versus Back Edges: The simplicity

function could distinguish forward and back edges.

When a forward edge and a back edge have the

same characteristics except for their directions, the

effect of a forward edge on simplicity is greater than

the effect of a back edge.

Conclusion
Simplicity is a fundamental concept in cognitive

science. We have quantified the simplicity of arbitrary

Attributed Generalized Trees (AGT). Simplicity function

maps an AGT to a value in the interval [0, 1]. The

function can be used in AGT similarity matching for

domains with open world assumption.

Representation of Data

Weighted OORuleML Module

Simplicity can be categorized into two distinct types:

syntactic and semantic. While syntactic simplicity is

defined based on the number of concepts and

principles [4], semantic simplicity is defined based on

the meaning [5].
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The simplicity measure is defined recursively to map an

arbitrary single AGT G to a value in interval [0, 1]. The

simplicity algorithm uses the cycle-detection strategy of

the depth-first search in order to handle cycles in

traversing G. The AGT simplicity algorithm has linear

time complexity.

Metadata of each record is represented as an

Attributed Generalized Tree.

➢ Edge weights express users' assessment regarding

the relative importance of the attributes represented

by edge labels.

➢ Labels are unique and appear in lexicographic left-

to-right order.

➢ Weights are in the real interval [0, 1] and for each

generalized tree its edge weights are normalized.

Contribution

Simplicity of data structures has been defined using

different approaches.

➢ Fast execution time of operation of a data structure

is an indication of its simplicity [6].

➢ Size (breadth and depth) and edge weights. for a

weighted tree are considered as the measure of

simplicity [7].

We represent the metadata of each record stored in the

database using a hierarchical graph, which is called a

attributed generalized tree (AGT). The existing

unlabeled/ vertex-labeled generalized tree structures

have been extended to consider edge labels as well as

edge weights. Then, we propose a function which

considers the AGT characteristics to quantify its

simplicity.

Each attributed generalized tree is uniformly

represented and interchanged using a weighted

extension of Object Oriented RuleML [8]. This approach

preserves all structural information of each generalized

tree including its hierarchical structure, vertex labels,

edge labels, and edge weights.
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