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ABSTRACT 
The online medical pre-diagnosis is an effective approach to address the shortage of health workers in the remote and underprivileged area. With its assistant, the limited 

medical resources will be available for the distant rural communities. However, the flourish of pre-diagnostic system still faces many challenges including information 

confidentiality and privacy preservation. In this work, we present a privacy-preserving online medical pre-diagnostic scheme, which is based on the logistic regression (LR) 

classification. With our scheme, healthcare service provider can securely outsource its LR classifier to the cloud platform, and meanwhile the cloud can process the user’s 

sensitive health information without privacy disclosure.  

1. System Initialization 

 2. Feature Vector Submission 

Performance 

3. Medical Pre-diagnosis 

 In this poster, we proposed a privacy-

preserving online medical pre-diagnostic 

scheme in the cloud environment, where 

both the confidentiality of LR classifier 

and privacy of user’s feature vector are 

protected. 

Future work 

Conclusion 

 For future work, we will explore more 

classifications for online medical pre-

diagnosis, like SVM, Naïve Bayes, 

and Decision tree, and balance the 

communicational and computational 

costs in the pre-diagnostic process. 

Design Goals 

HSP outsources the LR classifier by following two steps:  

 Firstly, HSP encrypts the parameters of LR classifier before 

sending it to CP: 

 Γ = 𝑔𝛾ℎ𝑟0; 

 𝐵1 = 𝑔
𝛽1ℎ𝑟1 , 𝐵2 = 𝑔

𝛽2ℎ𝑟2 , ⋯, 𝐵𝑙 = 𝑔
𝛽𝑙ℎ𝑟𝑙; 

 Θ = 𝑔𝜃ℎ𝑟𝑙+1; 
 Secondly, HSP enumerates all possible value of feature 

vector. For each vector 𝒙 , if 𝐿𝑅(𝒙) > 0 , HSP computes 

𝑒 𝑔, 𝑔 𝐿𝑅 𝒙  and add it into a Bloom filter 𝐵𝐹(𝑚, 𝑘) 

In order to achieve a privacy-preserving 

medical pre-diagnostic service, our 

scheme should fully guarantee the 

following two objectives: 

 Confidentiality of HSP's LR classifier 

 Privacy of user' feature vector 

BGN Homomorphic Encryption 

 Healthcare Service Provider (HSP) owns a LR classifier for medical pre-diagnosis, 

which is considered as a private asset. Hence, HSP will encrypt the parameters of LR 

classifier before outsourcing it to the cloud platform.  

 Healthcare user requests the pre-diagnostic service by submitting his encrypted feature 

vector, which contains sensitive data on his physical symptom. 

 Cloud platform (CP) uses the encrypted parameters of LR classifier to construct a 

privacy-preserving medical pre-diagnostic service, which can evaluate users' diseased 

risk based on their encrypted feature vectors.. 

 Given two ciphertexts 𝐶1 = 𝑔0
𝜇1  ℎ𝑟1 ∈  𝐺  and 𝐶2 = 𝑔0

𝜇2  ℎ𝑟2 ∈  𝐺 , the ciphertext 𝐶 ∈  𝐺𝑇  of the 

product 𝜇1 𝜇2 can be computed by  

 𝐶 = 𝑒(𝐶1, 𝐶2) = 𝑒(𝑔0
𝜇1ℎ𝑟1 , 𝑔0

𝜇2ℎ𝑟2) 

 = 𝑒 𝑔0, 𝑔0
𝜇1𝜇2𝑒 𝑔0, ℎ

𝜇1𝑟2+𝜇2𝑟1+𝑞𝑟1𝑟2 

 Addition in 𝐺𝑇: Given two ciphers  𝐶1 = 𝑒 𝑔0, 𝑔0
𝜇1  𝑒 𝑔0, ℎ

𝑟1  and 𝐶2 = 𝑒 𝑔0, 𝑔0
𝜇2  𝑒 𝑔0, ℎ

𝑟2 in 

𝐺𝑇, we can calculate the cipher 𝐶 ∈  𝐺𝑇 of the addition 𝜇1 + 𝜇2 by  

 𝐶 = 𝐶1𝐶2 

 =  𝑒 𝑔0, 𝑔0
𝜇1  𝑒 𝑔0, ℎ

𝑟1𝑒 𝑔0, 𝑔0
𝜇2  𝑒 𝑔0, ℎ

𝑟2 = 𝑒 𝑔0, 𝑔0
𝜇1+𝜇2𝑒 𝑔0, ℎ

𝑟1+𝑟2 
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2) Access token 
and questionnaire  

1) Encrypted parameters of LR classifier 

 Healthcare user generates the feature 

vector 𝒙 = 〈 𝑥1, 𝑥2, … , 𝑥𝑙〉 and encrypts them 

before submitting to the cloud platform. 

 𝑋𝑖 = 𝑔 
𝑥𝑖ℎ𝑟 𝑖(𝑖 = 1,2, … , 𝑙) 

 Healthcare user also needs to compute the 

assistant data 

𝐷 = 𝑒 𝑔 , 𝐴0 ⋅ 𝑒 𝑋𝑖 , 𝐴𝑖 ⋅  𝑒(𝑔 
−1, 𝐴𝑙+1) 

𝑙

𝑖=1

 

 CP provides the privacy-preserving medical pre-diagnostic 

service to evaluate user's health status based on his encrypted 

feature vector. Specially, the service's core algorithm is a 

secure LR classifier, which is built by encrypted parameters of 

LR classifier. 

𝑆𝑒𝑐𝐿𝑅 𝑿,𝐷 =
𝑒 𝑔 , Γ ⋅  𝑒 𝑋𝑖 , 𝐵𝑖 ⋅  𝑒(𝑔 

−1, Θ)𝑙
𝑖=1

𝐷
 

 Then, CP  checks whether the result is included in 𝐵𝐹(𝑚, 𝑘). 
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