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DISTRIBUTED COMPUTING MODEL

» An adaptable, symmetric multikey file structure.

» Stores highly dynamic sets of multidimensional data

» Queries can be performed using few disk accesses.

» Partitions a k-dimensional data space according to

an orthogonal grid _
Interconnection Network

» In a range search, all records which lie in the Cartesian

product C of intervals are retrieved Message Passing Architecture

» A node consists of a processor and 1ts local memory

]

e, | » Each processor has access to its own local memory.

Overlapping Adaptive Grid File "/ » Communications are performed via send and receive P2P operations.
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