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• Text mining (e.g., web page classification), Natural language processing 
( e.g., information extraction)

• Online data stream learning
• Bioinformatics, such as gene expression data analysis
• Medical application (improving computer-aided diagnosis using 

undiagnosed samples)
• Computer Vision (such as face detection, object detection and object 

tracking)
• Image classification, traffic classification,  intrusion detection, spam 

detection, and more ……

 Steps: In each iteration, after the selection of the most confident 
unlabeled instances, 
a. Compute the accuracy of the current classifier on the original labeled;
b. Check whether the accuracy is lower than that in last iteration;
c. If so, discard the selected instances; Otherwise, add them to the training 

set in the next iteration.
 Reasons:  

• Performance on the original labeled data reflects the performance on 
the future testing set.

• It prevents adding unlabeled instances that will possibly degrade the 
performance. 

 Evaluation: 
• 4-fold stratified cross-validation (10 runs), 26 UCI datasets
• |L|: |U| = 5% : 95%
• Measurements: Average accuracy and AUC; Paired t-test
• Implemented in Weka

Potential real-word applications

Results on 26 benchmark UCI datasets

Semi-Supervised Learning (SSL) Method

Accuracy
Self-training Co-training

CF ISBOLD CF ISBOLD
Mean 71.80 74.61 70.34 73.71
Paired t-test 6/20/0 7/19/0

AUC
Self-training Co-training

CF ISBOLD CF ISBOLD
Mean 80.57 83.12 78.56 81.74
Paired t-test 9/17/0 8/18/0
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 In many real-world applications:
 Labeled data (L): scarce; expensive/difficult  to collect.
 Unlabeled data (U): abundant; relatively easy to obtain.

 SSL uses labeled data and unlabeled data to learn hypotheses.

 Shortcomings of “CF” : 
 Label noise may be added to the training set.
 It is not necessarily superior to that of randomly selecting unlabeled 

instances.
Our pervious work showed that the original labeled instances are 

more reliable than the self-labeled instances that are labeled by 
the classifier.

Motivation
 Selecting the most confident unlabeled instances (“CF”) is a

common instance selection method in two standard SSL methods: 
self-training and co-training.

Iteration Counter, t = 0

Build a classifier Ct on the labeled data L0

Compute the accuracy of Ct on L0

Stop? Return the Classifier

Can the m instances help 
improve Accuracy on L0?

Select m unlabeled instances from U and assign 
labels using Ct

Add the m instances to expand Lt+1

Rebuild classifier Ct+1 on Lt+1
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Proposed solution (“ISBOLD”) : 
an instance selection method 
based on the original labeled
data
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