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Identifying Internet Mediated Securities Fraud: Trends and Technology
Jake van der Laan, Brodie M. Shannon, and Christopher J.O. Baker

University of New Brunswick and New Brunswick Securities Commission

The Problem
The world wide web makes it much easier to
commit securities fraud. Securities regulators do
not become aware of these frauds until after the
damage has been done. Identifying these
operations early is difficult using traditional
surveillance methods. Innovative technology
driven solutions are required. Creating such
tools requires both a multi-disciplinary
understanding and approach to this problem.

What is Securities Fraud?

Securities fraud takes many different forms, but
most involve either the selling of investments or the
manipulation of their value. In many cases, the
internet is used to advertise, promote, or effect the
actual securities transaction.

Prevalence on the Web

Since 2001 internet mediated securities fraud has
been one of the most common types of securities
fraud and will likely become the dominant form in
the coming years.

Types of Internet Securities Fraud

• Illegal distributions (sometimes referred to as
boiler rooms. Securities offered by unregistered
individuals or without proper disclosure.)

• Market manipulation (artificially drive a
particular stock price up or down, in order to
reap a profit from this change.)

Drivers of Internet Fraud

The internet makes identity easier to falsify and
more difficult to authenticate, lowers the economic
resources needed to set up, expands the “target
market”, and makes the proceeds of crime easier to
divert. All of these factors weigh against effective
law enforcement.

Scamalyzr

In 2009 we developed “Scamalyzr”, a simple word
based text classification tool which searches a
corpus of continuously updated new website
instances (retrieved from the web) for prevalence of
a pre-determined set of relevant words, and then
ranks them based on the presence and frequency of
these words.
The tool is currently being used by the New
Brunswick Securities Commission and identifies
potential securities fraud websites on a daily basis.

Scamalyzr process flow

Results

Between March and September 2009, Scamalyzr
processed over 13 million domains and classified
these into 4 categories: suspect, not suspect,
no-content, and parked. The no-content and
parked categories were regularly re-scanned for
content and re-classified accordingly. Fom the list
of suspects, the highest ranking domains were
reviewed by an analyst as a result of which boiler
rooms were identified, and were placed on the New
Brunswick Securities Commission website’s
Caution List or referred to law enforcement
agencies and banks in the United States, the
United Kingdom, Australia, and Canada.

Opportunity
Even though the internet has enabled boiler
rooms, it has also created a potential way of
fighting them which was not previously
available. This potential lies in the fact that the
desired information (the promotional website
and details of the touted investment) is
accessible, as soon as the website is launched.
The problem, of course, is finding it.

Challenges and Further Work

Despite providing valuable information, the system
currently generates a high incidence of false
positives (> 80%). A more rigorous information
extraction process will be implemented in the next
phase of Scamalyzr development, using an ontology
and machine learning approach (OBIE). We intend
to extract information consistent with the concepts
and relationships defined in the domain ontology,
and then to maintain that information as instances
of OWL ontologies, in turn enabling access to the
output of the OBIE system by the Semantic Web.

The absence of useful metrics in assessing our
current system is a problem and our future work
will adapt established “precision” and “recall”
metrics for information retrieval to our context.

Fraudulent investment website detected by
Scamalyzr

The Importance of Web Science

It is truly surprising how people continue to
surrender their hard earned money to someone
they have never met. It is difficult to reconcile how
people develop a high degree of trust in someone
who calls them on the phone and convinces them,
over a period of a few days by pointing them to a
website and without actually meeting face to face,
to invest in something which in most cases does
not even exist.

Dealing with this is very much a multi-disciplinary
problem. It requires not only an understanding of
the technologies being used by scammers, but also,
and perhaps more importantly, a better
understanding of how people resolve trust and
deception issues in a wired world, and how
persuasion is effected online. These issues are not
well understood at this time, in large measure due
to the speed with which the internet, and
particularly the web, has arrived on the scene, and
started to fundamentally impact human
interaction.

It is for that reason that Tim Berners-Lee and
others’ suggestion that a science of the web be
created to seek to address the impact of technology
and particularly the web is so timely and
important. We need to engage in social analysis of
the Web. We must, in particular, learn to
understand how people respond to and deal with
the negative aspects of web-based social interaction
so that we can seek to ameliorate them.

Note
The primary author of this paper is a legal and
securities industry professional interested in
multi-disciplinary aspects of web science. The
author invites comments or enquiries on the
topic of this paper.
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Network Simulator v2 (NS-2)!

  NS-2 is a object oriented, discreet event driven  
network simulator, developed by UC Berkeley, written 
in C++ and OTcl (Tcl script language with Object-
oriented Extensions). It can simulate real network 
structures and characteristics in the network structure. !

  C++ defines the internals of the simulator objects 
where as, the OTcl is responsible for assembling, 
configuring and running the discreet events in the 
simulator environment!

  It simulates actual network protocols such as TCP and 
UPD, traffic source behavior such as FTP, Telnet, Web, 
CBR and VBR, router queue management mechanism 
such as Drop Tail, RED and CBQ, routing algorithms 
such as Dijkstra, and much more.!

  NS-2 also implements multicasting and some of the 
MAC layer protocols for LAN simulations.!

  Once simulations are complete, NS-2 outputs either 
text based or animation based results.!

Denial of Service (DoS)!

  DoS is a complex and fascinating form of computer 
attack that impacts the confidentiality, integrity, and 
availability of millions of computers worldwide.!

  The sole purpose of launching such an attack is to stop 
the victim computer from serving legitimate requests. !

  Most DoS attacks exploit flaws related to the 
implementation of a TCP/IP model protocol. !

  DoS can be classified in two forms namely !
•  Denial of service by saturation, which involves 
flooding a machine with requests so it can no 
longer respond to actual requests!
•  Denial of service by vulnerability exploitation, 
which involve exploiting a flaw in the remote 
system so as to make it unusable.!

Distributed Denial of Service (DDoS)!

  DDoS is an extensive form of DoS. In this attack 
multiple compromised hosts in the network attack the 
victim. !

  To amplify the effect and hide real attackers, DDoS 
attacks can be generated in two different ways: !

•  In one, the attacker compromises a number of 
agents and manipulates the agents to send attack 
traffic to the victim.!
•  In other form the attacker uses reflectors. A 
reflector is any host that responds to a packet if it 
receives a packet.!

  ICMP flooding based attack uses ICMP protocol. 
Usually ICMP REQUEST and ECHO REPLY messages 
are used for carrying control information for network 
management.!

  In a typical attack the source address field of a ICMP 
ECHO REQUEST message is set as the victim address. 
Therefore, the ICMP ECHO REPLY message will be sent 
to the victim instead of the real request message sender 
(the attack agent). !

Simulation with normal traffic!

Simulation of DoS attack!

Simulation of DDoS Attack!

51854	
  

32656	
  

0	
  

10000	
  

20000	
  

30000	
  

40000	
  

50000	
  

60000	
  

Pkts_Recd	
   Pkts_Dropped	
  

Packets	
  Dropped	
  at	
  node0	
  under	
  	
  
DoS	
  A8ack	
  

66854	
  

44911	
  

0	
  

10000	
  

20000	
  

30000	
  

40000	
  

50000	
  

60000	
  

70000	
  

80000	
  

Pkts_Recd	
   Pkts_Dropped	
  

Packets	
  Dropped	
  at	
  node0	
  under	
  	
  
DDoS	
  A8ack	
  



22 
 

 
 
 
  



23 
 

 
 
 
  



24 
 

 
 
  



25 
 

2009 Research Publications 
 

Title: Customizable Bit-width in an OpenMP-based Circuit Design Tool 
Authors: T. F. Beatty, E. E. Aubanel and K. B. Kent,  
Publication: 17th ACM International Symposium on Field Programmable Gate Arrays (FPGA)  
                     2009, Monterey, USA, pp. 278, February 22-24, 2009. 
Abstract 

As transistor density grows, increasingly complex hard-ware designs are implemented. In 
order to manage this complexity, hardware design can be performed at a higher level of 
abstraction. High level synthesis enables the automatic conversion of algorithms into hardware 
imple-mentations, abstracting away the underlying complexities of hardware from the designer. 
A number of high level synthesis tools have recently been developed, including an OpenMP to 
Handel-C translator. Improvements to the translator, including a new compiler directive allowing 
customizable register width, are described. Using a set of benchmark tests, the OpenMP to 
Handel-C translator is evaluated on several criteria, with the goal of evaluating the variable bit-
width effects and identifying further areas for improvement. 
 
Title: An OpenMP-based Circuit Design Tool: Customizable Bit-width 
Authors: T. F. Beatty, E. E. Aubanel and K. B. Kent 
Piblication: IEEE Pacific Rim Conference on Communications, Computers and Signal  
                    Processing (PACRIM) 2009, Victoria, Canada, pp. 17-22, August 23-26, 2009. 
Abstract 

As transistor density grows, increasingly complex hardware designs may be implemented. In 
order to manage this complexity, hardware design can be performed at a higher level of 
abstraction. High level synthesis enables the automatic conversion of algorithms into hardware 
implementations, abstracting away the underlying complexities of hardware from the designer. A 
number of high level synthesis tools have recently been developed, including an OpenMP to 
HandelC translator. Improvements to the translator, including a new compiler directive allowing 
customizable register width, are described. Using a set of benchmark tests, the OpenMP to 
HandelC translator is evaluated on several criteria, with the goal of evaluating the variable bit-
width effects and identifying further areas for improvement. 
 
Title: Symmetric matroid polytopes and their generation 
Authors: David Bremner, J¨urgen Bokowski, and Gabor Gevay 
Publication: European Journal of Combinatorics, 30:1758–1777, November 2009. 
Abstract 
    Matroid polytopes form an intermediate structure useful in searching for realizable convex 
spheres. In this article we present a class of self-polar 3-spheres that motivated research in the 
inductive generation of matroid polytopes, along with two new methods of generation. 
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Title: Toward a unified framework for mobile applications 
Authors:  Sangwhan Cha, Bernd J. Kurz, Weichang Du  
Publication: Proceeding of the 9th Communication Networks and Services Research Conference  
                     (CNSR 2009), Moncton, May, 2009. 
Abstract 
    Mobile application developers and content providers usually need to develop mobile 
applications with concerns for mobility for specific wireless networks and device platforms 
which are used by network carriers. In order to provide standard mobile applications with 
interoperability and mobility support, in this paper we propose a comprehensive mobile 
application framework to support interoperability and mobility of mobile application 
development and operation. Such framework supports developing mobile device applications, 
mobile server applications, as well as mobile client-server communications and peer-to-peer 
communications. 
 
Title: Polyhedral representation conversion up to symmetries  
Authors: David Bremner, Mathieu Dutour Sikiri´c, and Achill Sch¨urmann  
Publication: Polyhedral Computation, CRM Proceedings and Lecture Notes, 48:45–71, 2009. 
Abstract 
    We give a short survey on computational techniques which can be used to solve the 
representation conversion problem for polyhedra up to symmetries. We in particular discuss 
decomposition methods, which reduce the problem to a number of lower dimensional 
subproblems. These methods have been successfully used by di_erent authors in special contexts. 
Moreover, we sketch an incremental method, which is a generalization of Fourier-Motzkin 
elimination, and we give some ideas how symmetry can be exploited using pivots. 
 
Title: Rapid Prototyping Projection Algorithms with FPGA Technology 
Authors: J. Cole, L. E. Garey and K. B. Kent,  
Pubklication: 2009 IEEE Rapid Systems Prototyping Symposium, Paris, France, pp. 95-101,  
                       June 23-26, 2009. 
Abstract 

Linear systems with Toeplitz coefficient matrices often appear in applied science problems. 
Systems of this form arise as a result of finite difference methods when applied to approximate 
differential Equations with boundary conditions. The sparse structure of Toeplitz matrices lend 
themselves well to iterative algorithms, such as projection methods, and are favored techniques 
for solving large systems. Field Programmable Gate Arrays (FPGAs) have been growing in 
popularity among the scientific community due to the potential for increased performance when 
evaluating mathematical operations. The regular, sparse, structure inherent in Toeplitz systems 
makes it suitable for FPGA acceleration. Here, a framework is developed to support the efficient 
development of projection algorithms in an FPGA. Results of applying the framework to two 
projection algorithms are presented. 
 
 
 
 
 



27 
 

Title: Fixed-Parameter Tractability of Anonymizing Data by Suppressing Entries 
Authors: Patricia A. Evans, H. Todd Wareham, and Rhonda Chaytor 
Publication: Journal of Combinatorial Optimization, Springer, 18(4):362-375 (2009). 
Abstract 
    A popular model for protecting privacy when person-specific data is released is k-anonymity. 
A dataset is k -anonymous if each record is identical to at least (k−1) other records in the dataset. 
The basic k-anonymization problem, which minimizes the number of dataset entries that must be 
suppressed to achieve k-anonymity, is NP-hard and hence not solvable both quickly and 
optimally in general. We apply parameterized complexity analysis to explore algorithmic options 
for restricted versions of this problem that occur in practice. We present the first fixed-parameter 
algorithms for this problem and identify key techniques that can be applied to this and other k-
anonymization problems. 
 
Title: A Design Flow for Optimal Circuit Design using Resource and Timing Estimation 
Authors: F. Gharibian and K. B. Kent,  
Publication: IEEE Pacific Rim Conference on Communications, Computers and Signal  
                     Processing (PACRIM) 2009, Victoria, Canada, pp. 227-233, August 23-26, 2009. 
Abstract 

In this paper, we study and investigate resource estimation methods that are used in circuit 
design for Field Programmable Gate Arrays (FPGAs). These methods usually estimate the 
amount of resources to be consumed by a hardware design before circuit synthesis takes place. 
The purpose of this study is to analyze the suitability of an estimation method for a design flow. 
A framework is also proposed to help the optimization process of the design. This framework 
automatically optimizes the design by finding potential parallelism in the design and applies it 
while considering the available resource and time constraints. 
 
Title: A Hardware/Software Co-specification Methodology Based Upon OpenMP 
Authors: T. S. Hall and K. B. Kent 
Publication: IEEE Toronto International Conference – Science and Technology for Humanity,  
                     Symposium on Electronic Design Automation 2009, Toronto, Canada, pp. 714-719,                 
                     September 27 - 29, 2009. 
Abstract 

This paper presents a hardware/software co-specification methodology based on the OpenMP 
parallel programming specification. The methodology sets out the procedures to convert a 
system specified as an OpenMP software application into a hardware/software design. The 
methodology is intended to permit software developers to produce custom hardware/software 
system specifications using software development tools. 

 
Title: To oli Gate Implementation Using The Billiard Ball Model 
Authors: H. Hosseini, G. Dueck 
Publication: 40th International Symposium on Multiple-Valued Logic, May 26-28, 2010, Casa  
                     Convalescncia, Barcelona, Spain 
Abstract 
    In this paper we review the Billiard Ball Model (BBM) introduced by Toffoli and Fredkin. 
The analysis of a previous approach to design reversible networks based on BBM it shown to 
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ignored physical realities. We prove that some logic function cannot be realized without 
additional control balls. For example, to realize the logical OR operation, at least three control 
balls are needed. We show how reversible Toffoli gates can be constructed with this model. 
Finally, a Toffoli gate module is proposed that can be used in a cascade of gates and thus 
implement arbitrary reversible functions. 
 
Title: Modeling and simulation of norms and institutions in multi-organizational systems using    
          BDI framework 
Authors: H.Hosseini, M.Ulieru 
Publication: APICS 2009, Dalhousie University, Halifax, NS, Canada. 
Abstract 
    In recent years, modeling and designing more complex structures of the socio-technical 
systems have been a vital question to address in multi-agent system society. Solving a complex 
system and leading it toward a certain goal can be done using multi-agent systems, as it is 
becoming a promising new programming paradigm called Agent-Oriented Software Engineering 
(AOSE), where there are plenty of agents collaborating with each other to achieve a common 
goal. Coordination and communication in multi-organizational systems is considered to be 
complicated to handle due to the various institutional needs of rules and norms in every 
organization. In this paper, we would like to present a methodology to design and implement 
policies and norms inside each organization by a logic-based approach to show all the rules and 
regulations used by the agents considering autonomy and pro-activity of the agents. We will 
show the necessary steps to implement the conceptual level of interaction between agents in the 
BDI (belief-desire-Intention) framework using Brahms simulation tool. Later, we would like to 
discuss difficulties in managing policies on meta-organizational scale by observing the best 
practices of individuals and also groups in the field, and define a possible solution to overcome 
the decision-making process and optimizing the interactions in a crisis scenario.  
 
Title: An Autonomous Agent-based Framework for Self-Healing Power Grid 
Authors: H. Hosseini, Z.Noorian, M.Ulieru,  
Publication: IEEE Systems, Man, and Cybernetics 2009 Conference, October 11-14, San  
                     Antonio, Texas, USA. 
Abstract 
    Reliable, secure and robust power grid network is a necessity for crucial financial, industrial 
and business networks. Since national electrical grid, telecommunication, information networks 
and transportation networks are interdependent critical infrastructures, having an agent-based 
self-healing framework to reduce cascading failures through the networks and finding reasonable 
solution for potential faults – would be an essential asset. In response to this need we propose a 
self-healing framework that employs advanced failure diagnosis techniques along with 
autonomous web services to provide temporary recovery solutions. Furthermore, it provides a 
cognitive planning cycle to find ultimate corrective solutions as well as evaluation service to 
verify the effectiveness and performance of the final solution. 
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Title: Determining the Optimal FPGA Design for Computing Highly Parallel Problems 
Authors: K. B. Kent and J. E. Rice  
Publication: IET Computer and Digital Techniques journal, vol. 3, issue 3, pp. 247-258, 2009. 
Abstract 

Reconfigurable hardware has recently shown itself to be an appropriate solution to speeding 
up problems that are highly dependent on a particular complex or repetitive sub-algorithm. In 
most cases these types of solutions lend themselves well to parallel solutions. We investigate the 
optimal design, maximizing performance while existing within the target FPGA resources, on 
FPGAs for problems with algorithms or sub-algorithms that can be highly parallelized. 
 
Title: A Novel Bayes Model: Hidden Naive Bayes 
Authors: Liangxiao Jiang, Harry Zhang, Zhihua Cai 
Publication: IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, 
                     VOL. 21, NO. 10, 2009, pp. 1361-1371 
Abstract 

Because learning an optimal Bayesian network classifier is an NP-hard problem, learning-
improved naive Bayes has attracted much attention from researchers. In this paper, we 
summarize the existing improved algorithms and propose a novel Bayes model: hidden naive 
Bayes (HNB). In HNB, a hidden parent is created for each attribute which combines the 
influences from all other attributes. We experimentally test HNB in terms of classification 
accuracy, using the 36 UCI data sets selected by Weka, and compare it to naive Bayes (NB), 
selective Bayesian classifiers (SBC), naive Bayes tree (NBTree), tree-augmented naive Bayes 
(TAN), and averaged one-dependence estimators (AODE). The experimental results show that 
HNB significantly outperforms NB, SBC, NBTree, TAN, and AODE. In many data mining 
applications, an accurate class probability estimation and ranking are also desirable. We study 
the class probability estimation and ranking performance, measured by conditional log likelihood 
(CLL) and the area under the ROC curve (AUC), respectively, of naive Bayes and its improved 
models, such as SBC, NBTree, TAN, and AODE, and then compare HNB to them in terms of 
CLL and AUC. Our experiments show that HNB also significantly outperforms all of them. 
 
Title: LEARNING DECISION TREES WITH LOG CONDITIONAL LIKELIHOOD 
Authors: HAN LIANG, YUHONG YAN, HARRY ZHANG 
Publication: International Journal of Pattern Recognition and Artificial Intelligence 
                       (IJPRAI), Volume: 24, Issue: 1(2010) pp. 117-151 
Abstract         
    In machine learning and data mining, traditional learning models aim for high classification 
accuracy. However, accurate class probability prediction is more desirable than classification 
accuracy in many practical applications, such as medical diagnosis. Although it is known that 
decision trees can be adapted to be class probability estimators in a variety of approaches, and 
the resulting models are uniformly called Probability Estimation Trees (PETs), the performances 
of these PETs in class probability estimation, have not yet been investigated. We begin our 
research by empirically studying PETs in terms of class probability estimation, measured by Log 
Conditional Likelihood (LCL). We also compare a PET called C4.4 with other representative 
models, including NaÃ¯ve Bayes, NaÃ¯ve Bayes Tree, Bayesian Network, KNN and SVM, in 
LCL. From our experiments, we draw several valuable conclusions. First, among various tree-
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based models, C4.4 is the best in yielding precise class probability prediction measured by LCL. 
We provide an explanation for this and reveal the nature of LCL. Second, compared with non 
tree-based models, C4.4 also performs best. Finally, LCL does not dominate another well-
established relevant metric â€” AUC, which suggests that different decision-tree learning models 
should be used for different objectives. Our experiments are conducted on the basis of 36 UCI 
sample sets. We run all the models within a machine learning platform â€” Weka. We also 
explore an approach to improve the class probability estimation of NaÃ¯ve Bayes Tree. We 
propose a greedy and recursive learning algorithm, where at each step, LCL is used as the 
scoring function to expand the decision tree. The algorithm uses NaÃ¯ve Bayes created at leaves 
to estimate class probabilities of test samples. The whole tree encodes the posterior class 
probability in its structure. One benefit of improving class probability estimation is that both 
classification accuracy and AUC can be possibly scaled up. We call the new model LCL Tree 
(LCLT). Our experiments on 33 UCI sample sets show that LCLT outperforms all state-of-the-
art learning models, such as NaÃ¯ve Bayes Tree, significantly in accurate class probability 
prediction measured by LCL, as well as in classification accuracy and AUC. 
 
Title: An Embedded Implementation of the Common Language Infrastructure 
Authors: J. C. Libby and K. B. Kent,  
Publication: Elsevier Journal of System Architectures, vol. 55, pp. 114-126, February 2009. 
Abstract 
    The Common Language Infrastructure provides a unified instruction set which may be 
targeted by a variety of high level language compilers. This unified instruction set simplifies the 
construction of compilers and gives application designers the ability to choose the high level 
programming language that best suits the problem being solved. Many compilers that target the 
Common Language Infrastructure exists today including Microsoft's suite of compilers provided 
with Visual Studio .NET. While the Common Language Infrastructure solves many problems 
related to design of applications and compilers, it is not without its own problems. The Common 
Language Infrastructure is based upon a virtual machine, much like the Java Virtual Machine. 
This requires that all instructions being executed on the Common Language Infrastructure be 
translated to native machine instructions before they can be executed on the host processor. This 
leads to degradation in performance as time must now be spent performing this translation. In 
order to overcome this problem it is proposed that an embedded processor capable of natively 
executing the CLI instruction set be developed. Natively executing the Common Language 
Infrastructure instructions will remove the need for translation to a general purpose instruction 
set and may increase the performance of applications executing on the proposed hardware 
platform. Rapid adoption of languages that target the CLI, along with growth in the field of 
embedded systems provides justification for exploring the feasibility of creating an embedded 
processor capable of executing the Common Language Infrastructure instruction set. The 
objective of this work is the design and implementation, using VHDL and simulation, of an 
embedded processor capable of natively executing the CLI instruction set. This processor 
provides a platform easily targeted by software developers. 
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Title: A Methodology for Rapid Optimization of HandelC Specifications 
Authors: J. C. Libby and K. B. Kent,  
Publication: 2009 IEEE Rapid Systems Prototyping Symposium, Paris, France, pp. 81-87, June  
                     23-26, 2009. 
Abstract 

Utilizing high level hardware description languages for the creation of customized circuits 
facilitates the rapid development and deployment of new hardware. While hardware design 
languages increase the speed at which hardware can be developed, creating hardware designs 
that are both efficient in resource usage and processing speed can be time consuming and require 
much experience. This problem is compounded more by the long design cycle times that are 
introduced by the long compilation and synthesis times that are required to translate a high level 
hardware description language to a circuit. This problem is addressed by performing some of the 
optimizations automatically, pre-synthesis, reducing the total number of synthesis cycles that are 
required, saving much development time. 
 
Title: Automatic Discovery of Botnet Communities on Large-Scale Communication Networks 
Authors: Wei Lu, Mahbod Tavallaee, and Ali A. Ghorbani 
Pubication: Proceedings of the 2009 ACM Symposium on InformAtion, Computer and  
                    Communications Security (ASIACCS’09), pp. 1-10, March 2009. 
Abstract 
    Botnets are networks of compromised computers infected with malicious code that can be 
controlled remotely under a common command and control (C&C) channel. Recognized as one 
the most serious security threats on current Internet infrastructure, advanced botnets are hidden 
not only in existing well known network applications (e.g. IRC, HTTP, or Peer-to-Peer) but also 
in some unknown or novel (creative) applications, which makes the botnet detection a 
challenging problem. Most current attempts for detecting botnets are to examine traffic content 
for bot signatures on selected network links or by setting up honeypots. In this paper, we propose 
a new hierarchical framework to automatically discover botnets on a large-scale WiFi ISP 
network, in which we first classify the network traffic into different application communities by 
using payload signatures and a novel cross-association clustering algorithm, and then on each 
obtained application community, we analyze the temporal-frequent characteristics of flows that 
lead to the differentiation of malicious channels created by bots from normal traffic generated by 
human beings. We evaluate our approach with about 100 million flows collected over three 
consecutive days on a large-scale WiFi ISP network and results show the proposed approach 
successfully detects two types of botnet application flows (i.e. Blackenergy HTTP bot and 
Kaiten IRC bot) from about 100 million flows with a high detection rate and an acceptable low 
false alarm rate.  
 
Title: BotCop: An Online Botnets Traffic Classifier 
Authors: Wei Lu, Mahbod Tavallaee, Goaletsa Rammidi and Ali A. Ghorbani 
Publication: Proceedings of Seventh Annual Conference on Communication Networks and  
                     Services Research (CNSR’09), pp. 70-77, May 2009. 
Abstract 

                A botnet is a network of compromised computers infected with malicious code that can be 
controlled remotely under a common command and control (C&C) channel. As one the most 
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serious security threats to the Internet, a botnet cannot only be implemented with existing 
network applications (e.g. IRC, HTTP, or Peer-to-Peer) but also can be constructed by unknown 
or creative applications, thus making the botnet detection a challenging problem. In this paper, 
we propose a new online botnet traffic classification system, called BotCop, in which the 
network traffic are fully classified into different application communities by using payload 
signatures and a novel decision tree model, and then on each obtained application community, 
the temporal-frequent characteristic of flows is studied and analyzed to differentiate the 
malicious communication traffic created by bots from normal traffic generated by human beings. 
We evaluate our approach with about 30 million flows collected over one day on a large-scale 
WiFi ISP network and results show that the proposed approach successfully detects an IRC 
botnet from about 30 million flows with a high detection rate and a low false alarm rate. 
 
Title: Hybrid Traffic Classification Approach Based on Decision Tree 
Authors: Wei Lu, Mahbod Tavallaee and Ali A. Ghorbani 
Publication: Proceedings of the 2009 IEEE  Global Telecommunications Conference  
                     (GLOBECOM’09), pp. 1-6, December 2009. 
Abstract 

                Classifying network traffic is very challenging and is still an issue yet to be solved due to the 
increase of new applications and traffic encryption. In this paper, we propose a novel hybrid 
approach for the network flow classification, in which we first apply the payload signature based 
classifier to identify the flow applications and unknown flows are then identified by a decision 
tree based classifier in parallel. We evaluate our approach with over 100 million flows collected 
over three consecutive days on a large-scale WiFi ISP network and results show the proposed 
approach successfully classifies all the flows with an accuracy approaching 93%. 
 
Title: Examining Implementations of a Computationally Intensive Problem in GF(3) 
Authors: J. Lutes, J. C. Libby and K. B. Kent 
Publication: International Journal On Advances in Software, vol 2., no. 1, issn 1942-2628, pp.  
                     119-130, May 2009. 
Abstract 

Computing the irreducible and primitive polynomials under GF(3) is a computationally 
intensive task. A hardware implementation of this algorithm should prove to increase 
performance, reducing the time needed to perform the computation. Previous work explored the 
viability of a co-designed approach to this problem and this work continues addressing the 
problem by moving the entire algorithm into hardware. Handel-C was chosen as the hardware 
description language for this work due to its similarities with ANSI C used in the software 
implementation. A hardware design for the algorithm was developed and optimized using several 
different optimizations techniques before arriving at a final design. 
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Title: Online Classification of Network Flows 
Authors: Mahbod Tavallaee, Wei Lu, and Ali A. Ghorbani,  
Publication: Proceedings of Seventh Annual Conference on Communication Networks and  
                     Services Research (CNSR’09), pp. 78-85, May 2009. 
Abstract 

Online classification of network traffic is very challenging and still an issue to be solved due 
to the increase of new applications and traffic encryption. In this paper, we propose a hybrid 
mechanism for online classification of network traffic, in which we apply a signature-based 
method at the first level, and then we take advantage of a learning algorithm to classify the 
remaining unknown traffic using statistical features. Our evaluation with over 250 thousand 
flows collected over three consecutive hours on a largescale ISP network shows promising 
results in detecting encrypted and tunneled applications compared to other existing methods. 

 
Title: A Detailed Analysis of the KDD CUP 99 Data Set 
Authors: Mahbod Tavallaee, Ebrahim Bagheri, Wei Lu and Ali A. Ghorbani 
Publication: Proceedings of the 2009 IEEE Symposium Computational Intelligence for Security  
                     and Defense Applications (CISDA’09), July 2009. 
Abstract 
    During the last decade, anomaly detection has attracted the attention of many researchers to 
overcome the weakness of signature-based IDSs in detecting novel attacks, and KDDCUP’99 is 
the mostly widely used data set for the evaluation of these systems. Having conducted a 
statistical analysis on this data set, we found two important issues which highly affects the 
performance of evaluated systems, and results in a very poor evaluation of anomaly detection 
approaches. To solve these issues, we have proposed a new data set, NSL-KDD, which consists 
of selected records of the complete KDD data set and does not suffer from any of mentioned 
shortcomings. 
 
Title: Toffoli Gate Cascade Generation Using ESOP Minimization and QMDD-based Swapping 
Authors: J. E. Rice, M. A. Thornton, K. Fazel and K. B. Kent,  
Publication: 2009 Reed-Muller Workshop, Okinawa, Japan, pp. 63-72, May 23-24, 2009. 
Abstract 

Two methods for Toffoli gate cascade synthesis of reversible logic circuits are presented. One 
is based on the authors previous work, utilizing an ESOP minimization technique and then 
applying template-matching. The other is based on a QMDD representation of a Toffoli cascade 
and determining an ordering that implements the desired function. Experimental results are 
presented showing the feasibility of both techniques. 
 
Title:  Protocol: A Controller for First-Responder Ecosystems 
Author: William Ross 
Publication:  35th Annual Conference of IEEE Industrial Electronics (Special Session on Digital 
                  Ecosystems), 2009, pp. 3948-3953 
Abstract 
    In recent years, much literature has surfaced regarding ecosystems; however, the nature of the 
interaction between various members of these ecosystems and how the interaction can be 
improved via organizational structures have remained relatively unexplored. In this paper, a 
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survey of recent work related to business survival in the current Information Age is presented in 
the context of First-Responder Ecosystems. This information is synthesized in such a way as to 
contribute to the ongoing discussion of how members from different organizations can more 
easily collaborate and over time, eventually, self-organize. The approach suggested in this paper 
is based on the success of Internet protocol in maintaining decentralized control. This paper 
proposes a similar approach as an alternative to the classic hierarchical organizational structure. 
This innovative approach creates a synergistic environment in which community, rather than 
individualism, is stressed and rewarded. To compare this approach with existing ones, an agent-
based simulation is being planned. 
 
Title: Mapping Transcription Factors from a Model to a non-Model Organism 
Authors: Rachita Sharma, Patricia A. Evans, Virendrakumar C. Bhavsar 
Publication: Proceedings of the International Joint Conferences on Bioinformatics, Systems 
                     Biology and Intelligent Computing, 2009, pp.160-166. 
Abstract:  

Identification of regulatory elements, such as transcription factors, is useful in construction of 
regulatory networks and to understand gene regulation. These transcription factors have already 
been recognized for model organisms based on extensive experiments but have not been as 
heavily investigated for non-model organisms. This paper proposes to use Basic Local 
Alignment Search Tool (BLAST) to map the transcription factors from a model to a non-model 
organism. Experiments are performed on bacterial organisms based on evolutionary distance to 
compare the results. Analysis of the results suggests that transcription factors can be mapped 
from one bacterial organism to another as transcription factor motifs are well preserved among 
these organisms. Results are also analyzed to determine the best suitable threshold for the e-
value parameter of BLAST that can be used to map transcription factors, determine to be the e-
value thresholds of 0.01 and 0.1. Both the BLAST e-value threshold and evolutionary distance 
from the model organism used for mapping have significant impact on the quality of results. 
 
Title: Transcription Factor mapping between Bacteria Genomes 
Authors: Rachita Sharma, Patricia A. Evans, Virendrakumar C. Bhavsar 
Publication: International Journal of Functional Informatics and Personalised Medicine, 2009,   

                 Vol. 2-4, pp. 424-441 
Abstract: 
    Identification of gene regulatory networks is useful in understanding gene regulation in any 
organism. Some regulatory network information has already been determined experimentally for 
model organisms, but much less has been identified for non-model organisms, and the limited 
amount of gene expression data available for non-model organisms makes inference of 
regulatory networks difficult. This paper proposes a method to map the regulatory links from a 
model to a non-model organism. Mapping a regulatory network involves mapping the 
transcription factors and target genes from one genome to another. In the proposed method, 
Basic Local Alignment Search Tool (BLAST) and InterProScan are used to map the transcription 
factors, whereas BLAST along with the transcription factor binding site motifs are used to map 
the target genes. Experiments are performed to map the regulatory network data of 
Saccharomyces cerevisiae to Arabidopsis thaliana. Since limited information is available about 
gene regulatory network links, gene expression data is used to analyze results. A set of rules are 
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defined on the gene expression experiments to identify the predicted regulatory links that are 
well supported. It is shown that more than two-thirds of the predicted regulatory links that were 
analyzed using gene expression data have been verified as correctly mapped regulatory links in 
the target genome. 
 
Title: Dynamic Parallelization for RNA Structure Comparison 
Authors: Eric Snow, Eric Aubanel, and Patricia Evans 
Publication: Proceedings of the Eighth IEEE International Workshop on High Performance  
                     Computational Biology, May 2009. 8 pages. 
Abstract 
    In this paper we describe the parallelization of a dynamic programming algorithm used to find 
common RNA secondary structures including pseudoknots and similar structures. The sequential 
algorithm is recursive and uses memoization and data-driven selective allocation of the tables, in 
order to cope with the high space and time demands. These features, in addition to the irregular 
nature of the data access pattern, present particular challenges to parallelization. We present a 
new manager-worker approach, whereworkers are responsible for task creation and the 
manager’s sole responsibility is overseeing load balancing. Special considerations are given to 
the management of distributed, dynamic task creation and data structures, along with general 
inter-process communication and load balancing on a heterogeneous computational platform. 
Experimental results show a modest level of speedup with a highly-scalable level of memory 
usage, allowing the comparison of much longer RNA molecules than is possible in the sequential 
implementation. 
 
Title: Multi-service load sharing for resource management in the cellular/WLAN integrated  
          network 
Authors: W. Song and W. Zhuang,  
Publication: IEEE Transactions on Wireless Communications, vol. 8, no. 2, pp. 725-735, Feb.  
                    2009. 
Abstract:  
    With the interworking between a cellular network and wireless local area networks (WLANs), 
an essential aspect of resource management is taking advantage of the overlay network structure 
to efficiently share the multi-service traffic load between the interworked systems. In this study, 
we propose a new load sharing scheme for voice and elastic data services in a cellular/WLAN 
integrated network. Admission control and dynamic vertical handoff are applied to pool the free 
bandwidths of the two systems to effectively serve elastic data traffic and improve the 
multiplexing gain. To further combat the cell bandwidth limitation, data calls in the cell are 
served under an efficient service discipline, referred to as shortest remaining processing time 
(SRPT). The SRPT can well exploit the heavy-tailedness of data call size to improve the resource 
utilization. An accurate analytical model is developed to determine an appropriate size threshold 
so that data calls are properly distributed to the integrated cell and WLAN, taking into account 
the load conditions and traffic characteristics. It is observed from extensive simulation and 
numerical analysis that the new scheme significantly improves the overall system performance.  
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Title: Performance analysis and enhancement of cooperative retransmission strategy for delay- 
          sensitive real-time services 
Authors: W. Song and W. Zhuang 
Publication:  Proceedings of IEEE Global Communications Conference (GLOBECOM’09), Nov.  
                     2009. 
Abstract:  
    As a very promising technique, multi-hop relay has been considered in many wireless 
networks. It can take advantage of the inherent broadcasting nature of wireless transmission and 
facilitate cooperative communications. In this paper, we develop an effective analytical 
framework to study the delay performance of cooperative retransmission strategies. All 
neighbour nodes overhearing the in-progress transmission cooperate in a distributed manner and 
contribute to retransmissions. In particular, we focus on the application of cooperative 
retransmission for delay-sensitive real-time services. Based on the proposed analytical 
framework, the cumulative distribution function of packet transfer delay can be numerically 
evaluated. Accordingly, we investigate the delay outage probability (i.e., the probability of 
violating the maximum delay bound), which is an essential statistical quality-of-service (QoS) 
metric for real-time services. Further, an enhancement approach is proposed to reduce 
unnecessary power consumption on retransmissions. It dynamically adapts the transmission 
probabilities of all participating nodes, depending on current retransmission count. As shown in 
the numerical results, the adaptive cooperative strategy can achieve a better trade-off between 
satisfying delay constraint and minimizing total power consumption.  
 
Title: Adaptive packetization for error-prone transmission over 802.11 WLANs with hidden  
          terminals 
Authors: W. Song, M. N. Krishnan, and A. Zakhor,  
Publications: Proceedings of  IEEE International Workshop on Multimedia Signal Processing  
                      (MMSP’09), Oct. 2009 (Top 10% Award). 
 
Abstract:  
    Collision and fading are the two main sources of packet loss in wireless local area networks 
(WLANs) and as such, both are affected by the packetization at the medium access control 
(MAC) layer. While a larger packet is preferred to balance protocol header overhead, a shorter 
packet is less vulnerable to packet loss due to channel fading errors or staggered collisions in the 
presence of hidden terminals. Direct collisions due to backoff are not affected by packet size. 
Recently, Krishnan et. al. have developed a new technique for estimating probabilities of various 
components of packet loss, namely, direct and staggered collisions and fading. Motivated by this 
work, in this paper, we exploit ways in which packetization can be used to improve throughput 
performance of WLANs. We first show analytically that the effective throughput is a unimodal 
function of the packet size when considering both channel fading and staggered collisions. We 
then develop a measurement-based algorithm based on golden section search to arrive at an 
optimal packet size for MAC-layer transmissions. Our simulations demonstrate that 
packetization based on our search algorithm can greatly improve the effective throughput of 
sensing-limited nodes, and reduce video frame transfer delay in WLANs.  
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Title: Performance evaluation of interactive data services under sharing and preemptive  
          scheduling disciplines 
Authors: W. Song, W. Zhuang, and D. Zhao 
Publication: Proceedings of IEEE International Conference on Communications (ICC’09), June  
                     2009. 
Abstract:  
    As specified by the third-generation (3G) wireless networks such as the universal mobile 
telecommunication system (UMTS), interactive data services, such as Web browsing, voice 
messaging, and file transfer, represent a major service class in operation nowadays. In this paper, 
we develop an analytical approach to evaluate the performance of interactive data services under 
sharing and preemptive scheduling. Specifically, we take into account user interactions in data 
sessions and the heavy-tailed data file size. Both the mean and the standard deviation of data 
transfer delay are investigated for the two representative scheduling disciplines. Numerical 
results are given to show the validity of the evaluation approach and the impact of the on-off user 
behaviour under the scheduling disciplines.  
 
Title: Knowledge representation and consistency checking in a norm-parameterized fuzzy  
          description logic 
Authors: J. Zhao, H. Boley and W. Du,  
Publication: Proceedings of the  International Conference on Intelligent Computing (ICIC 2009),  
                     LNAI 5755, 2009, pp. 111-123.  
Abstract  
    This paper has its motivation in the occurrence of uncertain knowledge in different application 
areas, and introduces an expressive fuzzy description logic that extends classical description 
logics to many-valued logics. We represent, and reason with, uncertain knowledge in the 
description logic ALCHIN extended by an interval-based, norm-parameterized Fuzzy Logic. 
First, the syntax and the semantics of the proposed fuzzy description logic are addressed. Then 
the paper presents an algorithm for consistency checking of knowledge bases in the proposed 
language. 
 
Title: A reasoning procedure for the fuzzy description logic fALCHIN 
Authors: J. Zhao and H. Boley,  
Publication: Proceedings of the Second Canadian Semantic Web Working Symposium, 2009, pp.  
                     46-59. 
Abstract 
    This paper introduces an expressive fuzzy description logic that extends classical description 
logics to many-valued logics. This proposed fuzzy description logic extends the expressiveness 
of the well know description logic by fuzzy concepts, fuzzy roles, fuzzy axioms, fuzzy inverse 
roles, and fuzzy role inclusion axioms, as well as fuzzy at-most/at least number restrictions. This 
paper focuses on presenting an extended tableau algorithm for reasoning with knowledge bases 
in the proposed fuzzy description logic. 
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Title: Dynamic Parallelization for RNA Structure Comparison 
Authors: Eric Snow, Eric Aubanel, and Patricia Evans 
Publication: Proceedings of the Eighth IEEE International Workshop on High Performance  
                     Computational Biology, May 2009. 8 pages. 
Abstract 
    In this paper we describe the parallelization of a dynamic programming algorithm used to find 
common RNA secondary structures including pseudoknots and similar structures. The sequential 
algorithm is recursive and uses memoization and data-driven selective allocation of the tables, in 
order to cope with the high space and time demands. These features, in addition to the irregular 
nature of the data access pattern, present particular challenges to parallelization. We present a 
new manager-worker approach, whereworkers are responsible for task creation and the 
manager’s sole responsibility is overseeing load balancing. Special considerations are given to 
the management of distributed, dynamic task creation and data structures, along with general 
inter-process communication and load balancing on a heterogeneous computational platform. 
Experimental results show a modest level of speedup with a highly-scalable level of memory 
usage, allowing the comparison of much longer RNA molecules than is possible in the sequential 
implementation. 
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2009 PhD Theses 
 
 
 

Title: Semi-supervised Learning and Opinion-oriented Information Extraction 
Student: Bin Wang 
Supervisors: Dr. Huajie Zhang, Dr. Bruce Spencer 
Abstract 
    Recently, information extraction (IE) attracts much attention in the research of natural 
language processing (NLP). More and more people are not satisfied only extracting the factual 
information so that the study of opinion- oriented IE has become a promising research area. 
However, the requirement for large manually labeled training corpora is widely recognized as a 
bottleneck in the use of machine learning algorithms for opinion-oriented IE. As a result, semi-
supervised learning is regarded as a good solution to break this bottleneck. A semi-supervised 
learning algorithm learns a model based on a relatively small amount of labeled instances and a 
large amount of unlabeled instances. In this thesis, we mainly focus on three types of semi-
supervised learning algorithms, namely, self-training, co-training, and graph- based methods. For 
self-training, we apply value difference metric (VDM) as the selection metric and use naive 
Bayes and decision tree algorithms as underlying classifiers. For co-training, we propose an 
unsymmetrical co-training algorithm which combines an EM classifier and a self-training 
classifier together in an unsymmetrical structure without splitting the attribute set. For graph-
based methods, we put forward a probability propagation algorithm based on the instance-
attribute graph, where there are two kinds of nodes, i.e., instance nodes and attribute nodes; and 
two types of messages, i.e., instance node messages and attribute node messages. The goal of 
probability propagation algorithm is to propagate messages between nodes in order to balance 
the global and local situations and smooth the graph. From the experimental results, the new 
techniques and novel algorithms achieve better performances against their corresponding 
opponents. Furthermore, some of opinion-oriented IE tasks have been tackled by the semi-
supervised learning algorithms in this thesis. We mainly focus on three tasks, that is, sentence 
subjectivity classification, contextual polarity recognition, and opinion entity identification. 
Particularly, self-training is used to solve the sentence subjectivity classification, co-training is 
used to deal with the contextual polarity recognition, and graph-based methods are used to tackle 
the opinion entity recognition. The experiments have been designed to compare the 
performances of corresponding algorithms to the corresponding tasks. The results show that 
semi-supervised learning algorithms are suitable for the tasks of opinion-oriented IE. Especially, 
the proposed techniques and algorithms also outperform their opponents in these tasks. 
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Title: Combining Intensification and Diversification in Local Search for SAT 
Student: Wanxia Wei 
Supervisors: Dr. Chu Min Li, Dr. Huajie Zhang 
Abstract 
    The propositional satisfiability problem (SAT) is to determine whether there is a truth 
assignment to Boolean variables such that every clause in conjunctive normal form is satisfied. 
Intensification refers to search strategies that intend to greatly improve a solution, while 
diversification refers to search strategies that help achieve a reasonable coverage in the search 
space. Roughly speaking, there are three classes of local search algorithms for solving SAT: non-
weighting, clause weighting, and variable weighting. A non-weighting algorithm mainly focuses 
on intensifying the search. A clause weighting algorithm and a variable weighting algorithm use 
clause and variable weighting, respectively, to diversify the search. One way to design a local 
search algorithm that is effective on many types of instances is allowing it to switch among 
heuristics in order to combine the strengths of these heuristics and eliminate the weaknesses of 
them. Two novel switching criteria, namely the evenness or unevenness of distribution of 
variable weights and the evenness or unevenness of distribution of clause weights, are proposed. 
These criteria are applied to our newly proposed heuristics and state-of-the-art heuristics. The 
resulting local search algorithms are FH (Four Heuristics), Hybrid, and NCVW (Non-, Clause, 
and Variable Weighting), each of which switches among two to four heuristics according to one 
or two of the proposed criteria in order to intensify or diversify the search when necessary. 
FH, Hybrid, and NCVW have two main characteristics in common. First, they all combine 
intensification strategies with suitable diversification strategies. Second, they all intensify or 
diversify the search when necessary. Experimental results show that, on a wide range of 
instances, each of algorithms FH, Hybrid, and NCVW exhibits generally better performance than 
its constituent heuristics. In addition, on a wide range of instances, each algorithm is generally 
effective, while state-of-the-art local search algorithms that include the best local search 
algorithms in the international SAT 2005 or SAT 2007 competitions, are not. Moreover, on 
representative instances, each algorithm shows better overall performance than 10 state-of-the-
art local search algorithms, including the best local search algorithms in the international SAT 
2005 and SAT 2007 competitions. 
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2009 Master of Computer Science Theses and Reports 
 
 

 
Title: Generating Partial COP-nets on Demand 
Student: Henry Bediako-Asare 
Supervisors: Dr. Michael Fleming, Dr. Scott Buffett 
Abstract 
    The Conditional Outcome Preference Network, also known as a COP-net, has been developed 
to graphically represent the model of a user’s preferences over a set of possible outcomes. 
Typically, the number of elicited preferences upon which to construct a COPnet is limited. The 
structure of these partial preferences is then used to predict preferences over an entire set of 
possible outcomes. The existing methodology for constructing a COP-net includes all possible 
outcomes and grows exponentially in the number of attributes that describe the outcomes, thus 
making the construction of the COP-net infeasible. In this thesis, a different approach for 
constructing COP-nets, using A* search, is introduced. With this new methodology, only 
outcomes that are relevant in determining preference over a given pair of outcomes are 
considered. Using this new approach, partial COP-nets can be constructed dynamically or on 
demand as opposed to the current process of generating the entire structure. Experimental results 
show that the new method yields enormous savings in time and memory requirements, and only 
a modest reduction in prediction accuracy, with one such large example showing only a 5% 
decrease in the success rate, while reducing computation time from over 3.5 hours to just 2 
seconds. 
 
Title: Pipelined Projection Algorithms for FPGA Technology 
Student: J. John G. S. Cole 
Supervisors: Dr. L. E. Garey, Dr. K. B. Kent 
Abstract 
    Linear systems of equations with Toeplitz coefficient matrices often appear in mathematics 
and applied science problems. Systems of this form often arise as a result of finite difference 
methods when used to approximate differential equations with boundary conditions. The sparse 
structure of Toeplitz matrices lend themselves well to iterative algorithms, such as the projection 
methods, and are highly favored techniques for solving large systems of linear equations. Field 
Programmable Gate Arrays (FPGAs) have been growing in popularity among the scientific 
community due to the potential for impressive performance when evaluating floating point 
operations in parallel [21]. The regular, sparse, structure inherent in Toeplitz systems admits a 
highly efficient FPGA projection algorithm pipeline. We will analyze a selection of projection 
algorithms and derive optimal pipelined hardware designs. These high level designs allow us to 
predict, with a high level of accuracy, the actual performance that is obtainable. The steepest 
descent algorithm, discussed later in this paper, was chosen from among the available projection 
algorithms. The design for the steepest descent pipeline was prototyped on an Altera DE2 FPGA 
development board. The actual results, matching the theoretical predictions, compare favorably 
against an efficient software implementation of the algorithm. Development time was a 
considerable drawback during development, yet many reusable components were produced 
which could be used to implement various other FGPA algorithms. 
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Title: Assigning Routes and Wavelengths for Collaboration over Optical Networks 
Student: Yosri Harzallah 
Supervisors: Dr. Bruce Spencer, Dr. Joseph Horton, PhD, Faculty of Computer Science 
Abstract 
    The Routing and Wavelength Assignment (RWA) problem is: Given the topology of a 
wavelength-routed optical network and a set of traffic demands, what is the optimal route and 
wavelength for each connection? In this thesis, the focus is on solving the RWA problem in the 
specific context of collaboration while taking into account the availability of the shared non-
network resources. Unlike the previous studies, a traffic demand is defined as a set of one- to-one 
simultaneous connections to model the traffic of collaboration over a non-multicast capable 
optical network. The online and offline versions of the problem are discussed, with and without 
the time as a parameter for scheduling purposes. The case where the network is meant to carry 
time-multiplexed traffic over the wavelengths is also discussed. Also, the problem of 
rescheduling a blocked demand is studied. Several solutions based on Integer Linear Programs 
(ILP) and heuristics are pro-posed, implemented and their performance compared. The offline 
case is solved using two types of ILPs: link and path formulations. ILPs are also proposed for the 
online problem in addition to the heuristic algorithms called SLF, MCF and SSF. While the link 
formulations give optimal solutions, they take a long time to solve and thus they can only be 
used for small problems. Path formulations and heuristics scale better but at the expense of 
optimality. The online approach is recommended when the resort to an offline approach is 
forbidden by the size of the problem. 
 
 
Title: Design and Implementation of a Phishing Filter for Email Systems 
Student: Luyin Huang 
Supervisor: Dr. Weichang Du 
Abstract: 
    Phishing attacks are becoming a very common way to pirate information on the Internet and 
are also the hardest to trace. The goal of this new and recent method of hacking is very 
dangerous because it is one of the simplest as it depends only on user trust. The objective is to 
cheat a user into divulging personal information by leading them to an unsafe website that looks 
genuine and similar to the original website the user may be used to visiting. This leads to identity 
theft and the exploitation of vulnerabilities from the fact that most users will not second guess 
the authenticity of the link they use. This report focuses mainly on keeping users aware of the 
links they use. It also aims on creating a filter to analyze message content for information 
integrity in order to assure that potentially unsafe websites are clearly noted in the message 
before the user mistakenly assumes the opposite. 
 
Title: AUTOMATIC RULE TUNING IN INTRUSION DETECTION SYSTEMS: 
          ONLINE AND OFFLINE 
Student: Shah Arif Iqbal 
Supervisor: Dr. Ali A. Ghorbani 
Abstract 
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    With the frequent changes in network environments, managing and updating the rule based 
system has become a very challenging task for the administrator. Usually, rule based systems 
work to make sense of a huge amount of alerts generated by the intrusion detection systems 
(IDSs) every minute. Therefore, it is very important to make sure that these systems are error-
free and that the rules are appropriate for the current network. This issue is addressed by Rule 
Tuning, which automatically tunes the rules based on the current network environment. Several 
rule tuning methods have been proposed in the literature, but none of them are explicitly 
interested in keeping the structure of the rules intact. However, it is crucial to keep the structure 
intact because the rule structures are created based on expert knowledge and should only be 
allowed to be modified by the experts. Thus, the problem with the rule tuning is to tune the 
internal thresholds and to keep the structure intact. In this thesis, we propose two methods for 
tuning the rules, online and offline. Both the methods do the threshold tuning without modifying 
the structure of the rules. Here, our approach for online threshold tuning is to monitor the alerts 
and detect steady changes in them. And then, based on the changes we detect in the generated 
alerts we tune the appropriate thresholds. Again, for offline tuning, we have set a target number 
of firing for a rule-set and we tune the thresholds to achieve the target. We have implemented 
both the methods and evaluated them using real-world datasets collected by SNORT. Our 
approaches were successfully able to tune the rules in all the cases with marginal error. 
 
Title: A Learning-based Multi-document Summarization Framework 
Student: Mohammad Amin Jashki 
Supervisor: Dr. Ali Ghorbani 
Abstract 
    Multi-document summarization is an automatic process of extracting information from 
multiple documents compiled about the same topic. The resulting product helps the readers to 
familiarize themselves with the information contained in that group of text documents. In this 
thesis, a new framework for summarizing multiple documents is proposed. The core of the 
framework is a Conditional Random Field learning model which is based on several inter-
sentence text mining features. Furthermore, the framework is equipped with a novel feature 
selection algorithm to cluster text documents. The clustering algorithm is utilized to find 
documents on the same topic. Several experiments have been conducted to analyze the 
performance of the framework. The experimental results show that the feature selection 
algorithm is successfully selecting appropriate features for document clustering. The results also 
confirm that the summarizer framework is statistically competitive in producing summaries. 
 
Title: EVALUATING THE APPROPRIATENESS OF SPEECH INPUT IN MARINE 
         APPLICATIONS 
Author: Nathan Langton 
Supervisors: Dr. Joanna Lumsden, Dr. Jane Fritz, Dr. Irina Kondratova 
Abstract 
    As mobile Human Computer Interaction matures as a discipline, a number of novel evaluation 
approaches for mobile technologies are emerging. Currently, however, there is no generally 
agreed consensus on how best to evaluate mobile technologies. The benefit in terms of validity 
and usefulness of lab-based versus field-based evaluations of mobile applications is a subject of 
considerable ongoing debate. The infancy of the discipline means that there is currently 
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relatively little literature or empirical data available on the effect of evaluation environment on 
the results obtained during empirical assessments. As such, this debate is often viewed as a 
matter of opinion. The research presented in this thesis document had two objectives: (1) to 
determine the efficacy of speech as an accurate data-input mechanism for mobile applications in 
marine environments (specifically, lobster fishing vessels); and (2) to investigate the effect of 
evaluation environment on results obtained during empirical assessments. This thesis document 
describes a tri-study comparison of field and lab-based evaluation approaches within our 
complex context of use. We demonstrate that it is possible to conduct a meaningful, and thus a 
contextually relevant, lab-based evaluation of user performance of a mobile system designed to 
be used within a contextually rich and complex, real-world environment. Furthermore, our 
results strongly support the potential for effective use of speech for data collection and vessel 
control onboard lobster fishing vessels. 
 
Title: Ontology Validation under the Closed-World Semantics 
Student: Cheng Lu 
Supervisors: Dr. Bruce Spencer, Dr. Weichang Du 
Abstract 
    In today's business world, large quantity of data is usually stored in the database format for 
processing. In recent years, Knowledge Base (KB) represented in the ontology format has been 
developed as an alternative way to store data. However, the common validation operation 
applied to KB does not always perform as expected from a closed- world perspective. 
Knowledge Base typically is supposed to represent an \open-world". For the relational database 
theory, the database domain is always a \closed-world". This difference is often referred to as 
“open-world" vs. “closed-world". Most common Description Logic (DL) reasoners assume a KB 
is in open-world when performing reasoning tasks on it. The results from these reasoning tasks 
do not always satisfy the users who view the KB with a database perspective which typically is 
closed-world. In this thesis, we propose an approach validating a KB under the closed-world 
semantics. We design and implement a DL ontology reasoner prototype which is capable of 
dealing with both open-world reasoning tasks and closed-world reasoning tasks. Reasoning with 
a KB that is partially closed using the `K' operator is also discussed in this thesis. Traditional 
database users will have a flexible way to express that some parts of the KB are open and some 
are closed by using K-operator reasoning services. 
 
Title:  SELF-ORGANIZING STRUCTURED NETWORKS AND AGENT-BASED SOFTWARE  
          DESIGN 
Student: Adam MacDonald 
Supervisor: Dr. Mihaela Ulieru 
Abstract 
    The design and implementation of an agent-based model for self-organized networks is 
presented. Localized agent-level rules are specified which result in the construction of an 
emergent network configuration with specific characteristics. The model can produce networks 
which represent a precise geometric structure, exhibit resilience to unexpected events, and 
respond to constraints in a physical environment. It uses a structural-level coordinate system and 
localized information passing to allow each agent to be aware of its unique position within the 
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structure. The design of generic agent-based simulation software is presented as well as solutions 
to specific technical problems relevant to agent-based simulation. 
 
 
 
 
Title: Mutual Reinforcement of Word and Document Clusterings: A Parallel Approach 
Student: Majid Makki 
Supervisors: Dr. Ali A. Ghorbani, Dr. Hamid R. Rabiee 
Abstract 
    This thesis addresses the problem of dimensionality reduction in document clustering. The 
ultimate goal of the thesis is to propose a solution in the form of a framework based on the 
mutual reinforcement of word clustering and document clustering. The idea is to initially cluster 
documents based on a subset of the original feature set and then expand the feature set using 
supervised distributional word clustering. Expectation-Maximization (EM) is employed to adopt 
the method as an unsupervised one. To overcome the high time complexity imposed by EM, 
parallelization is applied by means of sampling methods and unsupervised ensemble learning. 
Four concrete versions of the framework are implemented and the behavior of each is studied 
along with two rivals on three data sets. The upshot of the experiments is that the versions of the 
framework are comparable to their rivals on the two smaller data sets and better on the largest 
data set in terms of the trade-off they can make between processing time and accuracy. Moreover, 
it is shown that the results obtained by all the methods are roughly the same according to an 
internal evaluation measure. 
 
Title: Ontology-based Unit Test Generation 
Student: Valeh Hosseinzadeh Nasser 
Supervisors: Dr. Weichang Du, Dr. Dawn MacIsaac 
Abstract 
    Various software systems have deferent test requirements. In order to specify adequate levels 
of testing, coverage criteria are used. Providing a tool for test experts to define custom coverage 
criteria can potentially increase the quality of test suites generated through automation. This 
thesis investigates application of knowledge engineering techniques in order to offer such 
controls to test experts. The method which is presented in this work facilitates the enrichment of 
test oracles with test experts' mental model of error-prone aspects of software, and definitions of 
custom coverage criteria. The knowledge that is referred by coverage criteria for test case 
selection may not be present in standard test oracles, such as UML state machines. To solve this 
problem an extensible representation of test oracles is required to allow addition of expert 
knowledge. Also, to enable test experts to add knowledge freely, the test case selection 
algorithms should be decoupled from the knowledge, which is used in test case selection. For 
this reason, the test oracles are represented in ontologies, which are highly extensible. The 
coverage criteria are written in a rule language, using the vocabulary defined by the test oracle 
ontology. This approach makes it possible for the test experts to add the knowledge to the test 
oracles and compose new coverage criteria. To decouple the knowledge that is represented in test 
oracles from the test selection algorithms, reasoning is used for test case selection. Prevalent test 
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case generation technologies are then used for generating the test cases. The focus of this thesis 
is on unit testing based on UML state machines. 
 
 
 
 
 
 
Title: SELECTING PAYLOAD FEATURES USING N-GRAM ANALYSIS TO CHARACTERIZE  
          IRC TRAFFIC AND MODEL BEHAVIOUR OF IRC–BASED BOTNETS 
Student: Goaletsa Rammidi 
Supervisor: Dr. Ali Ghorbani 
Abstract 
    A botnet is a network of compromised computers remotely controlled by an attacker. Different 
feature selection methods are applied to find a lower dimension subset of Unicode characters as 
payload features, using n-gram analysis with n=1, to classify TCP packets into IRC and non-IRC 
application communities. The identified IRC packets are grouped into 1 minute intervals to 
create a temporal frequent distribution, and then unsupervised clustering is applied to separate 
botnet IRC from normal IRC. The botnet cluster is labeled as one with minimum cluster standard 
deviation. We found a subset of 9 features that separate IRC packets from non-IRC in less time 
and comparable accuracy to using all the 256 features. We also found that IRC traffic is 
dominated by the first 128 Unicode characters, therefore, using all the 256 may not be necessary. 
Clustering packets into IRC and non-IRC using merged Xmeans had lower false alarm rates than 
Kmeans and consistent high detection rates than unmerged Xmeans. 
 
Title: RNA Structural Motif Discovery using Probabilistic Tree Adjoining Grammars 
Student: Emad Bahrami Samani 
Supervisor: Dr. Patricia Evans 
Abstract 
    Patterns in both coding and non-coding RNAs are indicators of significant biological functions. 
RNA motif discovery searches for a set of sequences which fold into a structure that performs a 
specific biological function. Finding novel RNA motifs has great applicability in medicine. This 
thesis proposes a new technique based on probabilistic tree adjoining grammars (TAG) to solve 
this problem. The extra power provided by TAGs to describe the crossing dependencies seems to 
be the right kind of ability for the practical problem of modeling RNA structure including 
pseudoknots. A probabilistic tree adjoining grammar is used to capture the structural 
characteristics of RNA molecules. The trained model is then used to parse the structure of the 
test data. The similarity estimation part calculates the mutual information metric for derivation 
sequences in the process of parsing. It is shown that the similarity measure proposed in this 
research is able to capture the relationships between different parts of the RNA structures. The 
principle coordinate analysis (PCoA) algorithm is used to produce 2-D projection of the distance 
matrices which are examined via k-means clustering. The main advantage of this method is that 
it can efficiently model pseudoknots in RNA secondary structures and extract motifs containing 
pseudoknotted structures. The algorithm is able to successfully identify biological RNA motifs 
based on the secondary structure data. 
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Title: Heterogeneous Parallelization for RNA Structure Comparison 
Student: Eric Snow 
Supervisors: Dr. Eric Aubanel, Dr. Patricia Evans 
Abstract 
    This thesis describes the parallelization of a dynamic programming algorithm used to _nd 
common RNA secondary structures including pseudoknots and similar structures. The sequential 
algorithm is recursive and uses memo-ization and data-driven selective allocation of the tables, 
in order to cope with the high space and time demands. These features, in addition to the 
irregular nature of the data access pattern, present particular challenges to parallelization. A new 
manager-worker approach is presented, where workers are responsible for task creation and the 
manager's sole responsibility is overseeing load balancing. Special considerations are given to 
the management of distributed, dynamic task creation and data structures, along with general 
inter-process communication and load balancing on a heterogeneous computational platform. 
Experimental results show an average speedup of 7 using 64 processors, a modest increase, along 
with a highly scalable level of memory usage. This allows for the comparison of much longer 
and more complex RNA molecules than is possible in the sequential implementation, with 
molecules of up to 4000 bases tested. 
 
Title: Multi-Agent Systems in Simulation: A Study on Recent Research & Illustration through  
          Development of an Urban Traffic Simulation 
Student: Vinaykumar Sukumar 
Supervisor: Dr. P.K. Mahanti 
Abstract 

This research report aims to provide a comprehensive study on recent research and 
development in multi-agent systems in the field of decision support systems using simulation. As 
part of the study an urban traffic simulation application is developed to help in deciding the 
priority based timing for traffic signals in busy intersections. This application is developed using 
MASON, which is a fast discrete-event multi-agent simulation java based framework. Through 
the development of this application and the literature survey, this study will illustrate the 
usefulness of multi-agent simulation in the area of decision support.  It highlights the 
contribution made by researchers in the use of multi-agent systems in simulation and identifies 
key areas of recent research and recommendations for the future. 

 
Title: Automated Cryptanalysis: attacking classical ciphers 
Student: Eric Tucker 
Supervisor: Prof. Rodney H Cooper 
Abstract 
    Cryptography is the study of developing methods to hide or conceal messages intended to be 
kept secret from those individuals other than intended receivers.  Cryptographers put a great deal 
of effort into “breaking” the very same systems they develop in order to better understand and 
invent algorithms for this purpose.  A cryptosystem which can be compromised easily to reveal a 
secret message is not very useful.  The focus of this thesis is to investigate both Monoalphabetic 
Substitution and Transposition Ciphers, two classical algorithms, using procedures developed for 
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deployment on a modern personal computer. This thesis explores the extent to which these 
classical ciphers can be compromised without human intervention during the process. 
 
Title: Multicasting in Wireless Ad-Hoc Networks 
Student: Doga Tav 
Supervisors: Prof. John DeDourek, Dr. Premyslaw Pochec 
Abstract 
    Multicasting has many applications over the Internet, including teleconferencing, broadcasting 
TV shows, multi-player gaming, and many other such applications. Multicasting uses an 
underlying network structure to deliver packets efficiently to multiple destinations 
simultaneously. Without multicasting, a source would have to send the same packet to every 
node (multicast subscriber) individually. In our research, we observe properties of multicasting 
for wireless ad-hoc networks in which wireless nodes may enter and leave the multicast group 
randomly. Wireless ad-hoc networks have a decentralized structure which allows every node to 
act as a router and a receiver. Packets routed in this type of network are expected to behave 
differently than in wired networks. Our results show us that Protocol Independent Multicast - 
Dense Mode (PIM- DM) protocol gives the highest data rate compared to Protocol Independent 
Multicast - Sparse Mode (PIM-SM) and Distance Vector Multicast Routing Protocol (DVMRP). 
 
Title: An Efficient Algorithm for 3D Image Registration  
Student: Matthew D. Williamson 
Supervisors: Dr. Bradford G. Nickerson, Dr. Tom A. Al, Geology 
Abstract 
    Computed Tomography (CT) scans of rock samples can yield high resolution three 
dimensional (3D) images. Because a sample is imaged over time, the result is a set of 3D images 
(in our case 3D 16-bit gray scale images of size 10243). Since it is unlikely that the sample has 
been placed into the CT scanning device in the exact same orientation each and every time an 
image is acquired, a need for image registration has been identified. We present a new algorithm 
for two 3D images that grows features, computes the transformations from one image such that 
interesting features are transformed to the same coordinate system as the other, and finally 
resamples one of the images to align (register) it precisely with the second image. We compare 
our 3D image registration algorithm to a commonly used ImageJ plugin called TurboReg using 8 
time series 3D images of sandstone and 7 of dolomite. This algorithm is based on a pyramid 
approach to subpixel registration. Our results show an average difference improvement of 19.93% 
and 2.02% for the sandstone and dolomite images, respectively, when testing against Turboreg. 
Inside the cylindrical region of interest, we found the ratio of average difference (standard 
deviation) between the resampled images (compared to a chosen reference image) and the 
original images (again compared to the chosen reference image) to be 0.82 (0.49), respectively, 
for the 9 sandstone images, and 0.53 (0.91) for the 8 dolomite images. 




