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Introduction
RNA is an informational molecule which plays an
important role in living organisms. RNA not only
is the main component in transcription in cell and
protein construction but also its 3D structure al-
lows it to be a biocatalyst. Nucleic acid targeted
drug design which mainly takes advantage of the
RNA in the cell is an strong hope to cure huge
trouble-making diseases such as AIDS and cancer.
Finding patterns in RNA structures is the first step
in this way. Thus, RNA structural motif discovery
has immediate applications in medicine.

This problem is a difficult one. Firstly because we
need to deal with large amounts of biological data
to recognize complex patterns. Secondly, we need
methods to direct biological experiments. Pseu-
doknots are very important types of structure el-
ements in RNA but it has been proven that mod-
eling the RNA secondary structure with arbitary
pseudoknots is NP-Complete. There are several
methods in the literature trying to tackle this prob-
lem but a fast and accurate method that copes with
pseudoknots seems necessary. This project pro-
poses a new technique to extract the structural mo-
tifs of RNA molecules using Tree Adjoining Gram-
mars. The main advantage of our method is that
it can efficiently model pseudoknots in RNA sec-
ondary structures and extract motifs containing
these structures accurately and fast. There have
also been several grammatical approaches to mod-
eling some kinds of pseudoknots. In the gram-
matical approaches, secondary structure model-
ing can be done during the process of the pars-
ing the grammars, which can be addressed in
O(n4) to O(n6) time. "Tree Adjoining Grammars"
has been proposed as a useful formalism for the
study of natural languages. A tree-adjoining gram-
mar(TAG) contains two sets of elementary struc-
tures: initial trees and auxiliary trees. These ele-
mentary structures can be combined using two op-
erations, substitution and adjunction [1].

Probabilistic TAGs
A probabilistic tree-adjoining grammar is a 5-tuple,
(I, A, PI , PS , PA), where I and A are Initial and
Auxilary trees defined as above, PI is a function
that is known as the probability that a derivation
begins with an initial tree. PS is the probability of
substitution operation and PA denotes the proba-
bility of adjoining operations [3].

Proposed Solution in a glance

Modeling Pseudoknots
Tree adjoining grammars are described as mildly
context-sensitive as they possess certain prop-
erties that make them more powerful than
context-free grammars, but less powerful than
context-sensitive grammars[2, 3]. Mild context
sensitivity is useful for defining dependency
between different parts of the string generated by
the grammar. Therefore, it can be used to model
pseudoknotted RNA secondary structures. In
order to handle the secondary structures of RNA
including pseudoknots, we will develop a novel
algorithm to use the Probabilistic Tree Adjoining
Grammars for RNA, denoted by TAG-RNA [2].
We will derive the TAG tree of each sequence and
its annotated structure using TAG-RNA. Given an
RNA sequence with its annotation of secondary
structure including pseudoknots, a TAG deriva-
tion is obtained by parsing the RNA secondary
structure with TAG-RNA.

Our parsing algorithm is based on the algorithm by
Vijay-Shankar ([4]). TAG-RNA parser is a bottom-
up parsing algorithm in nature. It uses four-
dimensional dynamic programming method and
can find an optimum solution with respect to some
evaluation functions. The time and space com-
plexity is O(n4), where n is the length of an input
string. We use a TAG derivation process to find the
common motifs between the secondary structure
of two RNA [5].

Extracting Motifs
According to [3], if two points x and y, have prob-
abilities P(x) and P(y), then their mutual informa-
tion, I(x,y), is defined to be:

I(x, y) = log2

P (x, y)
P (x)P (y)

(1)

Mutual information compares the probability of
observing x and y together with the probabilities of
observing x and y independently. If there is a gen-
uine association between x and y, then P(x,y) will
be much larger than the probability P(x)P(y), and
consequently I(x, y) � 0. If there is not any rela-
tionship that would be interesting for us between
x and y, then P(x,y) ' P(x)P(y), and so, I(x, y) '
0. If x and y are in complementary distributions,
then P(x,y) will be much less than P(x)P(y), forcing
I(x, y)� 0.
To find novel RNA structural motifs we will cal-
culate the mutual information between every two
adjacent operation in derivation τ = (α0, op1(..),
op2(..),..., opn(..)). Then we will develop a dy-
namic programming algorithm to find the simi-
lar patterns in these vectors. A set H of points
in Euclidean space is selected so that for each se-
quence s ∈ G there is a corresponding point P (s) ∈
H . Principle Coordinates Analysis (PCoA) will
be used to find corresponding points in 2D space
[7]. The points in H are examined to find clusters.
PCoA automatically projects to the subspace where
the global solution of K-means lies. RNA structural
motifs are the different clusters.
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